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Owing to their high reactivity and selectivity, variations in the
spin ground state and a range of possible pathways, high-valent
FeIV=O species are popular models with potential bioinspired
applications. An interesting example of a structure–reactivity
pattern is the detailed study with five nonheme amine-pyridine
pentadentate ligand FeIV=O species, including N4py: [(L1)FeIV=

O]2+ (1), bntpen: [(L2)FeIV=O]2+ (2), py2tacn: [(L3)FeIV=O]2+ (3),
and two isomeric bispidine derivatives: [(L4)FeIV=O]2+ (4) and
[(L5)FeIV=O]2+ (5). In this set, the order of increasing reactivity
in the hydroxylation of cyclohexane differs from that with
cyclohexadiene as substrate. A comprehensive DFT, ab initio

CASSCF/NEVPT2 and DLPNO-CCSD(T) study is presented to
untangle the observed patterns. These are well reproduced
when both activation barriers for the C� H abstraction and the
OH rebound are taken into account. An MO, NBO and
deformation energy analysis reveals the importance of π(pyr)!
π*xz(FeIII-OH) electron donation for weakening the FeIII-OH bond
and thus reducing the rebound barrier. This requires that
pyridine rings are oriented perpendicularly to the FeIII-OH bond
and this is a subtle but crucial point in ligand design for non-
heme iron alkane hydroxylation.

Introduction

High-valent metal intermediates such as oxido, peroxido, hydro-
peroxido and superoxido species act as reactive intermediates
in catalytic reactions in biology and industrial processes. Several
important enzymes, including TauD, CytC3, SyrB2, phenyl-
alanine hydrolase, prolyl-4-hydroxylase and tyrosine hydroxy-
lase contain terminal FeIV=O species at their catalytically active
site.[1–9] These and other non-heme iron proteins perform
various transformations, including dehydrogenation, halogena-
tion, hydroxylation and olefin epoxidation.[10] Especially C� H
and C=C bond activation are important in both biological and
industrial processes.[11]

In the last two decades, numerous biomimetic FeIV=O
species were synthesized and studied in great detail to under-
stand fundamental structural, functional and mechanistic
aspects and their interrelation in enzymes and bioinspired
oxidation catalysts.[12–15] Low molecular weight model chemistry
allows to systematically tune the reactivity and product
selectivity of oxygen activation based processes. Various ligand
architectures, enforcing specific geometries and electronic
properties, were found to enable enhanced (or diminished)
reactivities of FeIV=O species. For example, the FeIV=O
complex [(LNHC)(CH3CN)Fe

IV=O]2+ with the cyclic tetracarbene
ligand LNHC (LNHC=3,9,14,20-tetraaza-1,6,12,17-tetraazoniapenta-
cyclohexacosane-1(23),4,6(26),10,12(25),15,17(24),21-octaene) is
a sluggish oxidant and activates only weak C� H bonds such as
those of 9-H-xanthane with a second order rate constant of
2.2 M� 1 s� 1,[16–18] while the structurally similar heme oxidant [(4-
TMPyP*+)(H2O)Fe

IV=O] (4-TMPyP=5,10,15,20-tetrakis(N-methyl-
4-pyridinium)porphyrin) is extremely reactive and activates the
same substrate with a second order rate constant of
3.6 ·106 M� 1 s� 1 and also activates the very strong C� H bonds of
cyclohexane and ethylbenzene.[19] The most reactive non-heme
iron oxidant known to date is based on a tetradentate bispidine
ligand (bispidine=3,7-diazabicyclo[3.3.1]nonane) and its sec-
ond order rate constant with cyclohexane as substrate is
7.6 ·102 M� 1 s� 1 at � 90 °C, i. e. it has a reactivity of the order of
enzymes.[20,21]

The design of efficient catalysts requires a thorough under-
standing of the reaction mechanism, and often computational
tools are required to complement experimental data. Ferryl
oxidants generally occur in two electronic ground states, S=1
and S=2 (triplet and quintet), and, in contrast to enzymes, the
systems with pentadentate amine-pyridine ligands discussed
here (see Scheme 1) all have triplet ground states. The
hydroxylation of alkane substrates is a two-step procedure with
the C� H abstraction followed by a rebound step (see
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Scheme 1), where the hydrogen atom abstraction (HAA)
generally is believed to be rate determining.[22,23] An important
parameter, therefore is the oxidation power of the ferryl species,
i. e. the driving force, which according to the Bell–Evans–Polanyi
principle, is correlated to the activation barrier.[24,25] Unfortu-
nately, accurate and reliable experimental and computational
data for redox potentials of FeIV=O is scarce.[26–33] The
approaches used involve cyclic voltammetry in dry acetonitrile,
aqueous acetonitrile or pure water,[27,28] titrations of the FeIV=O
complexes in acetonitrile with ferrocene derivatives with known
redox potentials to determine the ferrocene/ferrocenyl and the
corresponding FeIV=O/FeIII-O equilibria,[29,30,34] and spectropho-
tometric titrations of the iron(III)-hydroxido complexes in wet
acetonitrile (PCET potential).[26,27] Apart from the latter approach,
which does not allow to obtain the potential of the electron
transfer but rather that of PCET (which is relevant for HAA but
depends on the substrate), the methods involve the equilibrium
between FeIV=O and FeIII-O with the caveat that FeIII-O
generally is unstable,[31] and there is only one known isolated
and fully characterized FeIII-O complex.35 A number of computa-
tional approaches have been proposed but most suffer from
the problem that the error margins of the computed energies
are too large and lead to errors in redox potentials in the
100 mV area.[32,33]

The other parameter of importance for the reactivity of the
oxidant for C� H activation is the spin ground state of the ferryl
oxidant. In general, the HAA proceeds over a high-spin
transition state, and with S=1 FeIV=O species two-state or
multi-state reactivity generally is evoked, and the ease of spin
crossover depends primarily on the triplet-quintet gap and the
spin-orbit coupling.[21,36] Generally, density functional theory
methods (DFT) are employed with a suitable exchange-
correlation functional (often B3LYP) to probe mechanistic
aspects of FeIV=O initiated reactions. However, although DFT
generally yields reasonably accurate geometries and energies, it
often fails to predict the correct spin ground state.[37–40] While
high-level quantum-chemical methods such as coupled cluster
single-double and perturbative triple [CCSD(T)] are very robust,
the high computational cost, particularly at the basis set limit,
makes them unavailable for systems of the size discussed
here.[41,42] New developments, especially domain-based local
pair natural orbital-CCSD(T) [DLPNO-CCSD(T)] methods, allow to
circumvent this problem but obviously also have limitations
(see below).[43–45]

The set of ferryl complexes with the pentadentate amine-
pyridine ligands L1-L5 discussed here (see Scheme 1) has been
studied in detail experimentally (optical, vibrational, XAS
spectroscopies, electrochemistry, reactivities with various
substrates),[26] and some of the relevant data are given in

Scheme 1. Schematic representation of the FeIV=O complexes discussed in this work and the general mechanism adapted for cyclohexane hydroxylation
(C� H activation+O� H rebound) and cyclohexadiene (CHD) desaturation (C� H activation, desaturation, i. e., a 2e� /2H+ process).
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Table 1, where computational parameters discussed below are
also included (tabulated in italics; see Supporting Information
for more computational and experimental data, Table S1). An
interesting observation is that the orders of reactivities with
cyclohexane and cyclohexadiene as substrate are strikingly
different: the bispidine complex 5 is by far the most reactive
with cyclohexane, while the bntpen complex 2 is somewhat
faster than 5 with cyclohexadiene. While the cyclohexyl radical/
FeIII-OH intermediate (Int1 in Scheme 1) generally reacts via a
rebound pathway to the alcohol product (with competing cage
escape that can become dominant with a large rebound energy
barrier, TS2 in Scheme 1),[23,46,47,48] the cyclohexadienyl radical/
FeIII-OH intermediate reacts with a fast second HAA to benzene
(desaturation). Here, we therefore carefully analyze the elec-
tronic structures of the five ferryl complexes 1–5 as well as
those of the corresponding ferric hydroxido species with state-
of-the-art DFT and various ab initio methods including CASSCF/
NEVPT2/ICE-CI (complete active space selfconsistent field) and
DLPNO-CCSD(T).

Computational Details
All calculations were carried out with Gaussian 09 and ORCA
4.0.1.[50,51] The geometries were optimized using Grimme’s disper-
sion corrected unrestricted B3LYP functional.[52,53] Two different
basic sets were used; iron is described with the Lan2DZ effective
core basis set, and 6-31G is used for N, H, C, and O. Frequency
calculations were performed to obtain a single negative frequency
(imaginary frequency). All energies discussed are relative Gibbs free
energies, including the Gibbs free energy correction. The solvation
energies have been computed using the polarisable continuum
model (PCM),[54] employing acetonitrile as the solvent with a TZVP
triple zeta basis set. Here, the level of theory used is B3LYP-D2/
TZVP//B3LYP-D2/Lan2DZ(Fe),6-31G(C, H, N, O) (BS1). We have
performed further calculations using B3LYP-D3/TZVP//B3LYP-D3/
Lan2DZ(Fe),6-31G*(C, H, N, O) (BS2) to understand the effect of
polarisation and dispersion on the results, and both BS1 and BS2
yield similar results (see Table S6 in the Supporting Information); in
the text, we primarily discuss the results obtained with BS1.

In order to gain confidence in the computed energetics, we have
also performed ab initio calculations using CASSCF/NEVPT2/ICE-CI
and DLPNO-CCSD(T) implemented in ORCA, employing DFT opti-
mized geometries.[51] The multiconfigurational calculations[55–57]

based on state-averaged complete active space self-consistent field
(SA-CASSCF), followed by N-electron valence perturbation theory of
second-order (NEVPT2)[58,59] were performed at CAS(4,5) and
expanded to CAS(12,14) using the def2-TZVP basis set. The
CAS(12,14) active space consists of five iron 3d orbitals, three
oxygen p-orbitals, the bonding counterpart of the iron dx

2
-y
2 orbital,

and five empty iron 4d-orbitals to include the double-shell
effect.[17,60,61] Here, relativistic effects are included via Douglas–Kroll–
Hess (DKH) Hamiltonians with DKH-def2-TZVP for Fe, DKH-def2-
TZVP(� f) for N, O, and DKH-def2-SVP for all other atoms.[62] More
than 14 orbitals can be treated using the iterative-configuration
expansion configuration interaction (ICE-CI) in ORCA and were
performed with 14 electrons in 16 orbitals (14e,16o).[63,64,65] The
domain-based local pair natural orbital coupled cluster approach
with singles, doubles and perturbative triples (DLPNO-CCSD(T)),
which was shown to yield good numerical accuracy for spin-state
energetics, has been used to estimate energies, employing DFT
geometries.[43,66–69,70] Benchmarking with various basis sets and other
recommended criteria, cc-PVTZ, TIGHTPNO, and NO Frozen core
were used to obtain optimal results (see Supporting Information,
Table S2 for the full analysis).[71–73]

Results and Discussion

Electronic Structure of Complexes 1–5

DFT calculations in general suffer from the problem not to be
able to accurately describe metal ligand bonding and in
particular to accurately compute spin state energetics.[37,38,40]

The setup used here is believed to be a reasonable compromise
for the description of the ground state and spin gaps of the
ferryl reactant as well as the transition states of the HAA and
the rebound steps. One also needs to be careful in the
interpretation of the energy barriers, and generally accepted
error limits are of the order of approx. 10–15 kJ/mol.[74–76] Ab

Table 1. Experimental and computed kinetic, thermodynamic and vibrational spectroscopic data of the iron(IV)-oxido compounds 1–5, ordered as a function
of the reactivity with cyclohexane as substrate (trivial names of the ligands are also given for convenience); computed data are in italics; the experimental
data are from literature.[13,26,29, 34,49] An extended version of this Table is available in the Supporting Information (Table S1).

complex C� H activation (k2 [M
� 1 s� 1])[c] redox potential [V vs. Fc+ /0][h]

cyclohexane[d] cyclohexadiene[e] PCETexp PCETcalc ETcalc

exp TS1 TS2[f] exp TS1

5 bisp-b 4.9 10� 3 78.6 0.0[g] 0.37 17.0 1.23 1.27[b] 1.52

2 bntpen 3.9 10� 4 75.1 35.7 0.96 16.8 1.07 1.09 1.46

4 bisp-a 1.3 10� 4 82.8 52.7 0.014 24.9 (0.98)[a] 0.96 1.44

1 N4py 5.5 10� 5 87.0 57.4 0.07 24.5 0.90 0.95 1.16

3 py2tacn n.r. 86.7 95.4 0.027 35.7 0.83 0.87 0.92

[a] This value is estimated based on the Ep,c vs. E1/2(IV/III) correlation in Ref. [26]. [b] All computed PCET potentials (FeIV=O/FeIII-OH) are at pH=4, except for
5, where the computed value at pH=0 is 1.27 V and at pH=4 is 1.03 V; see Supporting Information for the computational procedures for the redox
potentials (Schemes S1–S3, Table S12). [c] Comparison of the experimental k2 values (M� 1 s� 1) with the computed barrier heights (kJmol� 1). [d] For
cyclohexane, the k2 values (measured in MeCN at 298 K) are taken from Ref. [13] and Ref. [34]. [e] For cyclohexadiene, the k2 values (measured in MeCN at
233 K) are taken from Ref. [26]. [f] Rebound barrier (TS2). [g] Barrierless. [h] The PCET potentials are from Ref. [26]. ET potentials are problematic; published
values[29,34] are given the Supporting Information, Table S1.
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initio calculations with acceptable computational expense that
have been used here to support the DFT calculations include
CASSCF/NEVPT2, which bears the problem of an inadequate
treatment of dynamic correlation, and DLPNO-CCSD(T), a single
reference method. While these approaches obviously also have
limitations and lead to results that need to be interpreted with
caution,[45,77–79] the combination of the various methods as well
as benchmarking add to the reliability. Importantly, we consider
a series of five similar systems, where differences in the energy
barriers and triplet-quintet gaps rather than absolute values are
of importance and where these differences are correlated with
published experimental data.

The DFT calculations yield S=1 as the ground state with
triplet-quintet gaps in the order of 10 to 25 kJ/mol (see
Supporting Information, Table S2). CASSCF calculations predict
S=2 as the ground state with S=1 strongly destabilized with
the minimal reference space (CAS(4,5)SCF), and NEVPT2 dimin-
ishes the gap substantially (Table S2). Expansion of the CAS
reference space to CASSCF(12,14) with the inclusion of dynamic
correlation reduces the gap further to values similar to those of
the DFT calculations (Table S2, Figure S1). Since an additional
expansion of the reference space was not practical, the ICE-CI
approach with a (14e,16o) reference[65] was used and yielded an
S=2 ground state with the triplet state at around 30 kJ/mol
(Table S2). Considering the importance of a reference space
expansion, we have turned to the single reference method
DLPNO-CCSD(T), which in a number of examples led to the
correct prediction of the spin ground state of ferryl complexes
(see Supporting Information, Table S2 for a limited benchmark-
ing; set-up used: DLPNO-CCSD(T)/cc-PVTZ: TightPNO/No
FC).[45,70,77–79] The predicted S=1 ground states are in agreement

with the experiment and the triplet-quintet gaps are in
remarkably good agreement with the DFT results (1–5, DLPNO/
DFT (kJ/mol): 20/25, 4/7, 20/22, 17/20, 14/18, Table S2,
Figure S2).[26]

The Fe� O bond distances in the S=1 and S=2 states are in
the expected range of 1.650-1.654 Å and 1.642-1.646 Å, respec-
tively (see Figure 1a and Table S3). The Fe� N distances (Fe-Nax

and average Fe� Neq, triplet ground state) are found to vary in
the range of 1.978 Å to 2.119 Å. The Fe� Nax distances for 2 and
5 are significantly different from the others, and these two
complexes are the most reactive in the entire set, suggesting
that the ligand-enforced structural distortion may contribute to
the reactivity (see below).[34]

The ground state electronic configuration for all complexes
is (δxy)2(π*xz)1(π*yz)1(σ*x2-y2)0(σ*z2)0 (see Table S4). For the favorable
and generally observed σ pathway of the HAA step, the relative
energy of the σ*z2 orbital at the S=2 state is determinantal for
the reactivity (see above for the spin gaps and structural effects
and below for the reactivity). State-average CASSCF/NEVPT2
calculations on the S=1 ground state are used to understand
the multiconfigurational character of the FeIV=O centers 1–5.
The results (see Table S4) suggest dominant triplet ground
states (approx. 75%) with little mixing of the excited state
triplet for 1, 3 and 4. For the more reactive species 2 and 5,
there is significantly stronger mixing of the ground state
configuration (δxy)"#(π*xz)"(π*yz)"(σ*x2-y2)0(σ*z2)0 (51% and 42%, 2,
5) with excited state triplet configurations (δxy)"#(π*xz)"(π*yz)0

(σ*x2-y2)"(σ*z2)0 (22%, 2) and (δxy)"#(π*xz)"(π*yz)0(σ*x2-y2)0(σ*z2)" (13%,
5, see Table S4). The stronger mixing in 2 and 5 suggests a
correlation of the multireference character with reactivity, and
the ratio of mixing follows the reactivity pattern (see below), i. e.

Figure 1. (a) DFT computed ground state structures of the FeIV=O complexes 1–5, (b) orbital energy diagram of the DFT computed S=2 state of 1–5, (c) plots
of log k2 (left, experimental data) and DFT computed HAA activation barriers (right) for the oxidation of cyclohexane (298 K, CH3CN) vs. the E1/2

PCET (V vs. Fc,
experimental data, see Table 1).[26]
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these calculations are an interesting tool for probing the
reactivity of high-valent metal-oxido species.[80]

Reactivity of Complexes 1–5

The conversion of cyclohexane to cyclohexanol and that of
cyclohexadiene to benzene are initiated by a HAA, which
generally is believed to be rate limiting. For cyclohexane as
substrate, the observed second-order rate constants (k2)
decrease from 5 to 2 to 4 and to 1 by factors of over 10 to 2 per
step, and 3 does not react at all with cyclohexane at 298 K (see
Table 1).[13,34] According to the Bell–Evans–Polanyi principle the
rate should be correlated to ΔG of the HAA (i. e. the potential of
the PCET),[24,25] and this clearly is the case when comparing the
corresponding rows of the experimental data in Table 1 (see
also Figure 1c). With cyclohexadiene, the reactions are signifi-
cantly faster (as expected from the smaller C� H bond dissocia-
tion energies), with a slightly different order: 2 is faster than 5
(factor of 2.5), and the set the other three FeIV=O species 1, 3
and 4 are approx. 10-fold slower oxidants with similar
reactivities, and the order is slightly different than for
cyclohexane (see Table 1). Redox potentials for ferryl complexes
are notoriously problematic, both in terms of experiments and
computational work (see Introduction). Relevant for the HAA
processes discussed here are the potentials of the PCET, and
these have been determined experimentally for 1, 2, 3 and 5
(for 4 it was not possible to determine a potential, and the
tabulated value is merely obtained from a correlation with
kinetic data).[26] Computation of redox potentials has been done
with moderate success by simple empirical correlations as well
as by quantum-chemically based methods[32, 33, 81] – for the ferryl
oxidants discussed here, problems include the definition of the
spin ground states and the accuracy of energetics in general, as
well as solvation and entropy effects. A major problem is that
an error margin of the computational method of approx. 10 kJ/
mol translates to a substantial error of 100 mV in the computed
potential. The computed values of the redox potentials, based
on DFT data from square schemes for 1 to 5 are given in
Table 1.[82] Details of the calculations of the redox potentials as
well as the potentials of the PCET are given in the Supporting
Information (Schemes S1-S3, Table S12; this also includes
thermodynamic cycles for the oxidants 1–5 with cyclohexane;
also included in Table S12 are computed pKa values of catalysts
1–5 as well as of their one-electron-reduced forms [FeIII-OH/FeIII-
O]). As seen from the thermodynamic cycles, as expected, the
PCET pathway is favored for all oxidants 1–5, with high
penalties for stepwise PT-ET or ET-PT mechanisms. The individ-
ual pKa values are in the expected ranges for FeIV=OH and FeIII-
OH but the limited accuracy and the relatively small differences
between the five ligand systems considered do not suggest
that the reactivities can be correlated to differences in proton
affinities either in the oxidized or reduced form.[83–85]

The hydroxylation of cyclohexane involves a HAA followed
by the radical rebound, and this has been computed by DFT
and also in combination with DLPNO-CCSD(T), and preliminary
calculations have also been made with cyclohexadiene as

substrate (see Scheme 1 and Table 1). For all five iron(IV)-oxido
complexes and for both substrates, HAA (TS1) follows the σ-
pathway on the quintet and the π-pathway on the triplet spin
surface (see Figures S3, S5 and S6).[42] The computed activation
barriers for cyclohexane are given in Table 1 and Figure 2, for
more details see the Supporting Information (Figure S4). DFT
predicts for 1 and 2 a slightly lower energy barrier on the triplet
surface, while all other reactions are, as generally expected,
computed to occur over a quintet transition state. The DLPNO-
CCSD(T) calculations predict a lower barrier on the quintet
surface for all five ferryl species, consistent with the established
reactivity pattern observed for FeIV=O species in general (see
Table S5).[15,42,61,80,86,87] The hydrogen atom abstraction leads to
the formation of the FeIII� OH/cyclohexyl radical intermediate (1-
Int1) with a quintet ground state (S=5/2 on the FeIII center and
a spin-down cyclohexyl radical), with the triplet state lying
higher in energy by 1–23 kJ/mol (see Supporting Information,
Table S3). Formation of the FeIII� OH/cyclohexyl radical inter-
mediate is endothermic by 5–33 kJ/mol, with the unreactive
oxidant 3 as the thermodynamically least favorable oxidant, see
Figure 2. Based on the DLPNO calculated energies, the OH
rebound step via TS2 stays on the quintet surface, except for 3
with an exceedingly high barrier and 5, which is assumed to
have a barrierless rebound (see Figure 2 and Supporting
Information; the interpretation that the rebound step is
barrierless for 5 is supported by a relaxed scan, see Supporting
Information, Figure S7). Figure 2 also shows that the overall
exothermicity is largest for the most reactive of all complexes
studied here, i. e. that with a bispidine ligand scaffold.

While for all five complexes, the C� H bond activation occurs
on the σ-pathway the rebound step occurs on a π-channel.
Since all FeIV=O complexes have a triplet ground state and the
lowest HAA transition state energies corresponding to quintet
states, one expects a spin-transition along the reaction path-
way, suggesting two-state reactivity in the C� H bond activation
step. To better understand the observed reactivity pattern, the
C� H bond activation barrier was analyzed in detail. Independ-
ently of the level of theory, the HAA barriers for the five ferryl
oxidants are in a very narrow range (10–20 kJ/mol, translating
to an approx. 15 to 30-fold rate increase from the slowest to
the fastest of the five oxidants), and this does not account for
the observed acceleration of 2 to 3 orders of magnitude (see
Table 1).

The rebound barriers (see Figure 2, Table 1) suggest a
rebound reactivity order of 5>2>4>1>3, exactly matching
the experimental rate constants. Specifically, the rebound
barrier of the py2tacn-based species 3 of around 100 kJ/mol
[95.4 kJ/mol DFT, 111.4 kJ/mol DLPNO-CCSD(T)] agrees with the
experimentally observed lack of reaction – the rebound barrier
is around 10 kJ/mol higher than that of the HAA. As the overall
reaction has more than one significant energy barrier and as
even the rate-limiting step varies in the series of oxidants under
consideration, the sum of the two barriers (CB: combined
barrier, i. e. barrier of [TS1]+barrier of [TS2]) might be useful to
understand the hydroxylation reactivity of the five oxidants and
possibly is more appropriate than the usually discussed barrier
of the (rate-determining) HAA step.[88] The values of CB for the
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oxidation of cyclohexane by 1–5 are estimated to be 144.4
(DLPNO 135.4), 110.8 (123.9), 182.1 (110.7), 135.5 (138.5), and
78.6 (60.3) kJ/mol, and this correctly correlates with the
observed reactivities of 5>2>4>1>3 (see Table S7). Note
however that, while the relative barrier heights of parallel
pathways involving a short-lived intermediate after a rate-
limiting initial step can be directly correlated to the product
distributions, the use of CB for a correlation with kinetic
parameters can be an oversimplification and has to be
considered with caution. In addition, for both reactions
(cyclohexane and cyclohexadiene as substrate), there are three
pathways for the decay of the FeIII-OH/radical Int1, i. e., rebound,
cage escape and desaturation (due to aromatization the latter is
assumed to be the major route for cyclohexadiene but here we
are mainly focusing on cyclohexane).

For HAA at cyclohexane with the N4py and bntpen based
ferryl oxidants 1 and 2 experimental and DFT-based evidence
for a mechanism based on cage escape (radical diffusion
pathways) to produce iron(III) species and cyclohexanol, cyclo-
hexanone, cyclohexene as well as bromocyclohexane (depend-
ing on the reaction conditions) as organic products has been
discussed.[23,47] Cage escape for various ferryl-based oxidations

has also been discussed some time ago based on the
comparison of reactions under intert atmosphere and reactions
in presence of dioxygen, also involving 18O labeling
studies.[49,89–92] We therefore have also computed cage escape/
radical diffusion pathways (see Supporting Information,
Table S11).[93] The corresponding cage escape energies for the
oxidants 1–5 are � 38.7, � 37.3, � 47.8, � 35.1 and � 28.1 kJ/mol,
respectively, i. e., exothermic but with much smaller energies
than the rebound products. Apart from 5 with a barrierless
rebound process and 3, which does not react with cyclohexane,
rebound and cage escape products are predicted to be formed,
and for 1 and 2[47] as well as for 4[49] this is supported by
experimental data; the published relative energies of 1 and 2 at
different levels of theory are comparable to those reported here
(Figure 2, Table S11).[23,47] However, while cage escape is an
obvious pathway in nonheme iron model systems, supported
by experiment (and by computational modeling) in a number
of examples, it would be an overinterpretation and unnecessary
oversimplification to assume that cage escape is the general
and sole pathway. An important example to support this is the
HAA reaction with cyclohexane as substrate and a chloro-ferryl
oxidant with a tetradentate bispidine ligand that selectively

Figure 2. Comparative energy profile diagram (ΔG in kJ/mol, B3LYP-D2) for the low-lying energy surface of 1–5.
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produces chlorocyclohexane in high yield, where it was shown
unambiguously that the product results from a rebound
process.[48]

As there is a significant variation in the rebound barriers for
all five oxidants studied here, the electronics of this step was
carefully analyzed. Since no barrier was found for the hydroxide
species of 5, the electronic structures of the FeIII-OH intermedi-
ates were studied in detail. The FeIII-OH distances in 1–5
increase from 3 (1.781 Å) to 1 (1.788 Å), 4 (1.791 Å), 2 (1.798 Å)
and 5 (1.803 Å), and this follows the trend of increasing
reactivity. To understand the origin of the difference in the FeIII-
OH bond lengths, the frontier molecular orbitals (MO) of the
FeIII-OH species were analyzed. Two pyridine π MOs (i. e., those
perpendicular to the FeIII-OH bond) make a strong donation to
the π*xz(Fe-OH) orbitals in 5, while there is no such effect in 3
because 3 does not have any pyridine donor perperndicular to
the FeIII-OH bond (there are none in 1, 3 and 4, 1 in 2 and 2 in
5). The donation into the antibonding π*xz(Fe-OH) orbital
weakens the FeIII-OH bond, leading to significant elongation
(1.781 Å vs. 1.803 Å for 3 and 5, see Figure 3; 1.788, 1.798, 1.791
Å for 1, 2, 4, respectively). The elongation of FeIII-OH leads to a
reduction of the rebound barrier as the cyclohexyl radical
encounters less steric strain and hence better orbital overlap
with the OH-FeIII partner. This is reflected in the computed
deformation energies of TS2 (81.5 kJ/mol for 3 vs. 4.5 kJ/mol for
2 (since the rebound for 5 is barrierless, the comparison is
made with the second most reactive species; see Figure S7 and
Table S9 in the Supporting Information). The effect of perpen-
dicular pyridine donors is also supported by a quantitative NBO
donor-acceptor interaction analysis performed for the FeIII-OH
intermediates (see Supporting Information, Table S8). This
reveals that, due to variation in the acceptor orbitals, the FeIII-

OH bond in 3 is significantly stronger (107.5 kJ/mol) than in 5
(20.5 kJ/mol; see Supporting Information, Figure S8 and Ta-
bles S8–S10). Notably, the rebound process for heme FeIV=O
complexes generally has very low activation energies or is
barrierless, and this is likely due to π orbitals of the heme
moiety perpendicular to the FeIV=O axis, perhaps triggering
similar donations as discussed here for the five non-heme
oxidants.[87] It has been assumed before that the high reactivity
of 5 and 2 is related to the orientation of the pyridine rings[26]

but a DFT-based analysis of the FeIV=O oxidants did not show
any notable effect,[94] and only the recognition of the signifi-
cance of the rebound barrier now allows to appreciate the
importance this structural effect of the ligand scaffold. Note
that the addition of Lewis acids, reported in reactions of ferryl
complexes leads to similar effects.[95,96]

Our current interpretation of the HAA reactivity order of 1
to 5 (specifically also the difference between the two isomeric
bispidine systems 4 and 5), i. e., the importance of the rebound
barrier and the assumption that this is related to π-donation of
the supporting ligand, is one possible factor in understanding
and tuning the reactivity, and in the series of oxidants studied
here, we propose that it is a major factor. The strikingly different
reactivities of 4 and 5 have before been assigned to be mainly
due to a ligand structure enforced difference of the energy of
the S=1 ground state of FeIV=O, while the quintet state, TS1
and Int1 had very similar energies for 4 and 5, i. e., the larger
reactivity of 5 was interpreted to be a result of a larger driving
force and smaller triplet-quintet gap, resulting in an easier spin
crossover.[34] This is supported by an earlier DFT study of these
systems and a ligand field analysis[21,34,97] and qualitative ligand
field arguments. The fact that the reactivity pattern does not
agree with the spin state energies reported here could be a

Figure 3. Orbital Interaction diagram for the rebound step of complexes 5 and 3 oxidizing cyclohexane. The bond lengths of Fe� OH are given in brackets.
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typical artefact of the accuracy of computed energies, see
above.

We now quickly turn to the reactivities with cyclohexadiene
as substrate. The preferred pathway of the FeIII-OH/cyclohexa-
dienyl radical intermediate is a fast second PCET step producing
the thermodynamically favored aromatic product,[98] i. e., the
first HAA process is rate limiting. This is in contrast to the
reaction with cyclohexane, where HAA is an endergonic
process, forming an FeIII-OH/radical intermediate of significant
lifetime, and the barriers of the follow-up reactions therefore
are of some importance. For the cyclohexadiene reaction we
therefore have only analyzed the first HAA by DFT (see Table 1
and Supporting Information, Table S3). The experimental data
indicate that 5 and 2 again are the most efficient oxidants,
albeit with inversed order but with only a small difference, and
the other three FeIV=O complexes are significantly slower (also
in reversed order but with quite similar reactivities), and this is
well reproduced with the computed energy barriers (see
Table 1). It is likely that the differences, primarily between 5, 2
and the less reactive systems 1, 3 and 4 is a combination of the
driving forces and the quintet-triplet gaps, but this is here not
analyzed in detail.

Finally, we compare the computational analyses with addi-
tional experimental parameters. Unfortunately, so far there is no
experimental evidence for confirming the computed triplet-
quintet gaps, which for 5 is predicted to be smaller than for 4,
and for 2 is computed to be very small. Experiments that have
been used or proposed to get information on the relative
energy of the excited quintet state are field Mössbauer and HF-
EPR spectroscopy for obtaining zero-field splitting parameters,
ligand field analyses to calculate zero-field splitting parameters
and temperature-dependent kinetics, which also depend on
spin-orbit coupling matrix elements.[21,99–101] Unfortunately, there
is no comprehensive data available for the entire series studied
here. Rate limiting C� H abstraction is generally probed by
kinetic isotope effects (KIE), and data sets of the series of
FeIV=O complexes 1–5 discussed here and relevant for the
oxidation of cyclohexane and cyclohexadiene are available (see
Supporting Information, Table S1). For the aromatization of
cyclohexadiene, kinetically determined KIEs with dihydroanthra-
cene are relevant (similar type of reaction), and these are in the
range of 10 to 30 (with the largest value [31] for 3 and the two
bispidine complexes at the lower end [12, 13]), i. e., as expected
for rate determining HAT.[26] For the cyclohexane hydroxylation,
kinetically determined KIEs with PhEt are available for 1 and 2,
and these are very large (27 and 53);[13] for 3 there is no reaction
with cyclohexane and therefore no KIE, and for 4 and 5, KIEs
with cyclohexane have been measured by product distribution,
and these are very small (3.8 and 2.2).[49] Here, a note of caution
is appropriate: the parameters emerging from product distribu-
tions strongly depend on the overall pathway, i. e., (rate
determining) HAA involving cyclohexane as well as the
formation of the cyclohexanol product, while the kinetic
analysis primarily is related to the isotope effect in the HAA
alone – according to the importance of the rebound barrier as
discussed here, this may need to be corrected, but this is a
minor and straightforward task. The problem with the reported

product distribution based values of 4 and 5 is twofold: (i) cage
escape significantly reduces the cyclohexanol product formed,
and this has been established for the two isomeric oxidants
(reaction in the presence of O2; notably, the amount of cage
escape seems to be smaller for 5 than for 4, in agreement with
a smaller rebound barrier of the former), and (ii) the FeIV=O
species were produced by oxidation of the FeII precursors with
H2O2, and this is known to produce OH.radicals, which are
known to lead to other possible pathways for cyclohexanol
formation.[49,89]

Conclusions

From the comprehensive DFT and ab initio (CASSCF/NEVPT2
and DLPNO-CCSD(T)) calculations on the five FeIV=O systems
with N4py (1), bntpen (2), py2tacn (3) and the two isomeric
pentadentate bispidines (4) and (5) and their reactivities
towards the oxidation of cyclohexane and cyclohexadiene, in
comparison with published experimental data, the main take-
home-messages are: (i) For HAA processes in general, the
activation barriers for the processes following the generally
assumed rate determining hydrogen atom abstraction, i. e.
specifically the barrier for the rebound process need to be
considered – these may be substantial, and we have shown
examples, where the rebound is rate determining. (ii) The effect
of pyridine donors perpendicular to the FeIV=O axis, which has
been known to accelerate HAA processes, is interpreted to be
due to donation from the ligand scaffold, leading to a
significant elongation of the FeIII-OH bond and therefore to a
reduction of steric strain in the rebound process. Important
experiments to confirm (or refute) the current interpretations
include (i) the thorough evaluation of redox potentials – a
notoriously difficult problem –, in order to get accurate
information on the driving force of the HAA step, (ii) accurately
determined KIEs with kinetic measurements under identical
conditions, in order to determine the relative importance of the
initial HAA step, and (iii) experiments to determine the relative
size of the triplet-quintet gaps of the FeIV=O species, in order
to confirm the importance of the electronic structure of the
ferryl species in the context of two state reactivity – various
spectroscopies (field-Mössbauer, HF-EPR, optical spectroscopy
combined with ligand field analyses) and temperature depend-
ent kinetics are possible tools for this.

Supporting Information Available

Details of computational data as well as molecular geometries
and electronic energies of all species discussed in the manu-
script are given as Supporting Information.
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